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Abstract- Image segmentation is an important aspect of meditamage processing, wherek-Means and
Fuzzy C-Meansclustering approaches are widely used in biomedicapplications particularly for brain
tumor detection. In this paper, K-Means and Fuzzy C-Mean<lustering algorithms are analyzed anc
found it have two major drawbacks. First drawback, it forces the objeds to be clustered within the use
defined K number of clusters. Without having prior knowledge on the database it is difficult to predit
the number of resultant cluster that is to be obtaied. Second drawback, the quality of the resultar
cluster is basé on the initial seeds where it is selected randognl On random selection there is possibility
of selecting nearby seeds as a centroid for eachuster of K. In this case also once again the algdiim
forces all the data’s towards the fixed centriod ofeach cluster and hence there is possibility of wron
diagnosing happens. But, the brain is highly sensite and control centered organbecause of above
mentioned drawbacks, onimplementing these algorithms may leads twrong diagnosin¢ which is a life
risk job. In order to overcome this drawback the current pape focused on developing the Uniqui
Clustering with Affinity Measure (UCAM) and Fuzzy-UCAM algorithm for clustering without defining
initial seed and number of resultant clusters. Unige clustering is oltained with the help of affinity
measures.
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l. INTRODUCTION

Biomedical analysis hasvolved considebly over the last couple of decadeseTidespreadvailability of
suitable detectors has aided the dagvdopment of new technologies for the monitgriand diagnosi as well
as treatment, of patients. Over tlast century technology has advanced from disecvery of x-rays to a
variety of imaging tools sh as MRI, Computed ultrasonography [2]hr@e-dimensional (3-D)
processing and TomograpHZT), Positron Emission Tomography (PET). MRés proided a means for
imaging tissue at very high resohluis providing the desired information for use indedike reparative surgery,
radiotherapy treatment planningiereotactic neurosurgery, arthers [6,7].

Image segmentation plays ajorarole in the field of iomedical applications. Theegmentation technique is
widely used by the radiologist® tsegment the input medical in@gto meaningful regions [1,4,5,8]. T
specific application of this technique is to detiset tumor region by segmenting the abnormal MRifrimage.
The slice of the tumor region can be tracked us#hnique like K-Means and fuzz{-Means, which aid the
radiologists in treatment planning. The primitivechiniques are based on manual segmentation is &
consuming process besides being susceptible to rh@mars. Several automated techniques have ded
which the drawbacks ahanual segmentatic

Clustering is one of the widelysed image segmentation techniques wiglelssify patterns in such a way
that samples of the same groape more similar to one another than samplesrigilg to different groups
[3,9,10]. The K-Meansalgorithm is a partition clustering method that aepes data into K groups. Mz
drawback of this algorithm is that of a priori fiikan of number of clusters and se¢ There has been
considerable interest recently tine use of fuzz clustering methods, which retain radnformation from the
original image than hard wdtering methods. Fuzzy C-Means algorithm is elid preferredbecause of its
additional flexibility which allavs pixelsto belong to multiple classes with varyidggrees ¢ membership. But
the major operational complaiis that the FCM technique is time consuming. Tnawbac! of both K-Means
and fuzzy C-Means is improved bYCAM and Fuzz-UCAM algorithm.
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[l RELATED WORK

A. Image segmentation

Segmentation subdivides an image into its constituegions or objects [12]. The level of detailvthich
the subdivision is carried depends on the probleingsolved. That issegmentation should stop when the
objects or regions of interest in an applicatiomehbeen detecte@egmentation of nontrivial images is one of
the most difficult tasks in image processing. Segpawon accuracy determines the eventual success or
failure of computerized analysis procedures. #hig reason, considerable care should be takemfooive
the probability of accurate segmentation.

Much past work on medical image segmentation redigettly on human graphical interaction to define
regions, using methods such as manual slice editagjon painting and interactive thresholding. dpajkse
[13] classified the different methods of image segtation as four main categories. (1) The classical
methods such as thresholding region growing an@ édged techniques. (2) The statistical methadbk as
the maximume-likelihood-classifier (MLC). These metls are basically supervised and depend on the prio
model and its parameters. Vannier et al. [14] regbsatisfactory preliminary results with BayesidhC.
Ozkan [15] made a comparison between the MLC ared rtbural network classifier which showed the
superiority of the neural network. New methods efyrmentation that could be classified as statistical
methods have been introduced in the past few yétansen [16] used a probabilistic supervised relema
technique for segmenting 3D medical images. Thehatktintroduced the use of cues to guide the
segmentation. Those cues marked by the user hagmentban and standard deviation as description
parameters. (3) The neural networks methods onegeaof which is the work of Ahmed et al. [17] who
used a two stages neural network system for CT/MRRbe segmentation. The first stage is a self-drgain
principal component analysis (SOPCA) network arelgbcond stage consists of a self-organizing feahap
(SOFM). The results obtained compare favorably with classical and statistical methods. (4) Thezfuz
Clustering methods. In [18] a comparison between ftizzy clustering and neural network techniques in
segmenting magnetic resonance images of the beated for the need of unsupervised technique in
segmentation which was provided using the unsupetvifuzzy c- mean algorithm. However the long time
taken by the fuzzy C-mean algorithm was documentedi for initial clustering it uses K-Means cluster
method where it has the drawback of prior fixatafrseeds and cluster K. The complaints that aredon
K-Means and fuzzy C-Means have been rectified thhoWCAM and Fuzzy-UCAM which is the newly
proposed in this paper.

B. MRI

Magnetic Resonance Imaging (MRI) is an imaging mémine used primarily in medical settings to produce
high quality images of the inside of the human bddyorder to preview about MRI, in this section gige a
brief description of the principles of MRI whicheareferred to [11]. In MRI, the image is a map lod tocal
transverse magnetization of the hydrogen nucleis Tlansverse magnetization in turn depends onrakve
intrinsic properties of the tissue. The MR phenooarenelies on the fundamental property thattgms and
neutrons that make up a nucleus possessntainsic angular momentum called spin. Wheotpns and
neutrons combine to form nucleus, they combine witipositely oriented spins. Thus, nuclei with aeprev
number of protons and neutrons have no net spiereds nuclei with an odd number of protons or @str
possess a net spin. Hydrogen nuclei have an NMiakgince its nucleus is made up of only a singletqn
and possess a net spin. The human body is prinraglye up of fat and water, which have many hydrogen
atoms. Medical MRI primarily images the MRI sigriedm the hydrogen nuclei in the body tissues.

The net spin of the nucleus around its axis giteani angular moment. Since the proton is a positive
charge, a current loop perpendicular to the rata#igis is also created, and as a result the prgemerates a
magnetic field. The joint effect of the angular marh and the self generated magnetic field gives the
proton a magnetic dipole moment parallel to theation axis. Under normal condition, one will not
experience any net magnetic field from the voluineesthe magnetic dipole moments are oriented nahgdo
and on average equalize one another. When placed ritagnetic field, a proton with its magnetic dgol
moment processes around the field axis. he temjdatesed to format your paper and style the tedt. A
margins, column widths, line spaces, and text famts prescribed; please do not alter them. You ntg
peculiarities. For example, the head margin in teieplate measures proportionately more than isomay.
This measurement and others are deliberate, upiagfations that anticipate your paper as oné phathe
entire proceedings, and not as an independent datum

The frequency of this precessioms, is the resonant frequency of NMR and is called tarmor
frequency. The precession frequency is directlypprtional to the strength of the magnetic field, i.

Vo = 0B 1)

Where Bg is the main magnetic field strength, and g is astamt called gyromagnetic ratio which is
different for each nucleus (42.56 MHz/Tesla fortprs). Given a specimen, the application of a magield
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Bo would create a netquilibrium magnetizatiofM per cubic centimeter, which is aligned to Bg field.
The Mg is the net result of summing up the magnetic fielde to each of the H nuclei and is directly
proportional to the local proton density (or spiendity). HoweverMg is many orders of magnitude weaker
than Bg and is not directly observable. By tippifdp away from theBg field axis with an appropriate RF

pulse having a frequency equals to the Larrfiequency, a longitudinal magnetization comsgat ML
and a transverse magnetization compoméntis produced. When the RF pulse is turned off, [dritudinal
magnetization componemL recovers toMg with a relaxation timéll, and the transverse magnetization

componenMT dephases and decays to zero with a relaxationTine

During relaxation, the protons lose energy by engttheir own RF signal with the amplitude propontl
to MT. This signal is referred to as thieee-induction decay (FID) response signall2 indicates the time
constant required for the FID response signal feogiven tissue type to decay. The FID responseabign
measured by an RF coil placed around the objecighieniaged. When MR images are acquired, the RFepuls
is repeated at a predetermined rate. The periatieoRF pulse sequence is ttepetition time, TR. The FID
response signals can be measured at various tiiti@s the TR interval. The time between which the RF pulse
is applied and the response signal is measureleischo delay time, TE. The TE is the time when the spin
echo occurs due to the refocusing effects of th@ d8gree refocusing pulse applied after a delayEs2
from the RF pulse. Th&R and TE control how strongly the local tissue relaxatiomés,T1 and T2, affect
the signal. By adjustingR and TE the acquired MR image can be made to contrastrdiffetissue types
and provide clear quality images. On processingédtguality images for segmentation through thertegles
like clustering, this gives silver lining for tumdeduction.

C. K-Means

In recent trends of biomedical field, clusterisgpine of the most powerful techniques for dedudtimgor in
human brain MR images. The main objective in cluatalysis is to group object that are similar e @luster
and separate objects that are dissimilar by asgighiem to different clusters. One of the most papeciustering
methods is K-Means clusters algorithm. It classifibject to pre-defined number of clusters, whglyiven by
the user (assume K clusters). The idea is to ch@slm cluster centers, one for each cluster.& besters are
preferred to be as far as possible from each othehis algorithm Euclidean distance measure edusetween
two multidimensional data points.

X = (X1, X2, X3y vvevvnnn Xm) (2)

Y = (Y1,Y2, Y30 e e Yin) 3)

The Euclidean distance measure between the gimnts x and y are described as follows:
DX, V)= (X (x - wI* “

The K-Means method aims to minimize the sum of seplaistances between all points and the clustaree
This procedure consists of the following stepgjescribed below

Algorithml: K-Means clustering algorithm

Input: D={d, &, & ..., d} /I Set of n data points.

K - Number of desired clusters
Output: A set of K clusters.
Steps:

1. Select the number of clusters. Let this number be K

2. Pick K seeds as centroids of the K clusters. Tleelsenay be picked randomly unless the user has
some insight into the data.

3. Compute the Euclidean distance of each objectandhtaset from each of the centroids.

4. Allocate each object to the cluster it is nearedidsed on the distances computed in the previeps s

5. Compute the centroids of the clusters by computiregmeans of the attribute values if the objects in

each cluster.

6. Check if the stopping criterion has been met (#hg.cluster membership is unchanged). If yes, go to
step 7. If not go to step 3.
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7. [Optional] One may decide to stop at this stagetwrsplit a cluster or combine two clusters
heuristically until a stopping criterion is met

Though the K-Means algorithm is simple, but it kame drawbacks in its quality of the final clustgrisince
it is highly depends on the initial centroids amhte on implementing this technique may misleadiireetion
on deducting of tumor. Because of the random delecf seeds in K-Means, sometimes it has theilpitissof
cluster error when it selects nearby seeds asiegrfor K cluster. Even though MRI is quite suféat for
deducting the tumor, due to the drawbacks in #ibnique it makes the total process as in efficieEmimprove
the quality of the cluster and to provide uniquestgring above drawback is rectified through neprgposed
UCAM algorithm as explained in the research methagiosection.

D. Fuzzy C-Means

The fuzzy C-Means clustering algorithm is one @& popular traditional techniques in biomedicaldiébr
deducting tumor. The fuzzy C-Meari9] is a variation of the popular K-Means clusteringoaithm, in which a
degree of membership of clusters is incorporateegéeh data point. The centroids of the clustezscamputed
based on the degree of memberships as well apdiats. The random initialization of membershipsnstances
used in both traditional fuzzy C-Means and K-Meafgorithms lead to the inability to produce coresist
clustering results and often result in undesiratllestering resulf®]. This algorithm works by assigning
membership to each data point corresponding to elasiter center on the basis of distance betweertltister
center and the data point. Clearly, summation afbership of each data point should be equal to Afier
each iteration membership and cluster centersgatated according to the formula.

One of the most widely used fuzzy clustering alpons is the Fuzzy C-Means (FCM) Algorithm (Bezdek
1981). The FCM algorithm attempts to partitionraté collection of n elements X = {x...,x,) into a collection
of C fuzzy clusters with respect to some giverecigin. Given a finite set of data, the algorithrtures a list of C
cluster centres C={¢...,¢} and a partition matrix Uspe [0,1]i=1,...,n, j=1,...,C where each elemepteils the
degree to which element kelongs to cluster jCLike the K-Means algorithm, the FCM aims to miiiean
objective function. The standard function is

1

2/(m-1)
> [d(centerk,x]
| e

d(center; x

U (x) =
(5)

which differs from the K-Means objective functiop the addition of the membership valugsand the fuzzifier
m. The fuzzifier m determines the level of clusterziness. A large m results in smaller memberships
converge to 0 or 1, which implies a crisp partiti@n In the absence of experimentation or domaowkedge, m
is commonly set to 2. The basic FCM Algorithm, give data points ¢x.., %,) to be clustered, a number of ¢
cluster with (C1,...,CC) the center of the clustargl m the level of cluster fuzziness.

Any point x has a set of coefficients giving theye of being in th&th cluster w(x). With fuzzy C-Means,
the centroid of a cluster is the mean of all pointsighted by their degree of belonging to the telus

2 Wi (X)X

C, =
2 W (%) (6)

The degree of belongingx), is related inversely to the distance from xhaster center as calculated on the
previous pass. It also depends on a parametertrodhtrols how much weight is given to the closesitre. The
fuzzy C-Means algorithm is very similar to the K-8es algorithm.

Algorithm 2: Fuzzy C-Means clustering algorithm

Input: D={d, &, & ..., d} /I Set of n data points.

C - Number of desired clusters
Output: A set of C clusters, degree of memberstagrirn
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Steps:
1. Choose a C number of clusters.
2. Assign randomly to each point coefficients for lgein the clusters.
3. Repeat until the algorithm has converged (thahis,coefficients’ change between two iterationsds
more thare , the given sensitivity threshold)
4. Computer the centroid for each cluster, using thmtila (6)
5. For each point, computes its coefficients of bemthe clusters, using the formula (5).

The algorithm minimizes intra-cluster variance asllwbut has the same problems as K-Means; that the
results depend on the initial choice of k and é@stooid, since it uses K-Means for its initial ¢diréng. The major
operational complaint is that the FCM techniquen® consuming. And hence if this method is appiieMRI
to segment for deducting tumor has the possibilftgluster error and which is life risk matter fie patients.
Listed above two drawbacks were eradicated thraugither one newly proposed algorithm named as fuzzy
UCAM which purely works on affinity measure.

[I. RESEARCHMETHODOLOGY

A. The Proposed Method : 1

In cluster analysis, one does not know what classetusters exist and the problem to be solvead roup
the given data into meaningful clusters. Here am $hme motive UCAM algorithm is developed. UCAM
algorithm is a clustering algorithm basically farmeric data. It mainly focuses on the drawback-dfleans
clustering algorithm. In K-Means algorithm, the @ees is initiated with the initial seeds and nundferiuster is
obtained. But the number of cluster that is to bimed cannot be predicted on a single view ofidtaset. The
result may not be unique if the number of clustet #he initial seed is not properly identified.

UCAM algorithm is implemented with the help of affy measure for clustering. The process of clusgen
UCAM initiated without any centorid and number disters that is to be produced. But it set thestioil value
for making unique clusters. The step by step praeetbr UCAM are given below

Algorithm 3: The UCAM algorithm
Input: D = {d, dy, Cs... , } /I Set of n data points.
S — Threshold value.

Output: Clusters. Number of cluster depends omiaffimeasure.

UCAM Algorithm Steps

Set the threshold value T.

Create new cluster structure if it is the firstlaupf the dataset.

If it is not first tuple compute similarity measuséth existing clusters.
Get the minimum value of computed similarity S.

Get the cluster index of Ci which corresponds to S.

If S<=T, then add current tuple to Ci.

If S>T, create new cluster.

Continue the process until the last tuple of thaslzt.

©NoOORWDNE

Uniqueness of the cluster is depends on the insediing of the threshold value. If the thresholdue
increases number of cluster decreases. In UCAMetieno initial prediction on number of resultahister.
Here, in this algorithm resultant cluster purelysdd on the affinity measure and hence it rectifies major
drawbacks of K-Means that the random selectionegids and prior fixation of seeds. On applying UCAM
clustering algorithm for tumor deduction it work8igently by fixing the threshold value. By decs#ag the
threshold value it forms with more unique clusted avhich helps in finding the exact area of tumfmd by
increasing the threshold value method finds theotumiong with area affected by the tumor.

B. The Proposed Method : 2

The fuzzy-UCAM clustering algorithm is a variatiohthe UCAM clustering algorithm, in which a degiefe
membership of clusters is incorporated for each @gaint. The centroids of the clusters are compbteskd on
the members of the cluster. The random initialratof the process of traditional fuzzy C-Means gthms
leads to cluster error and affects the uniquenédbeocluster. Fuzzy-UCAM algorithm works to regtithe
cluster error and increase the uniqueness of F@zMeans through affinity measure. The Fuzzy-UCAM
algorithm is outlined as follows
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Algorithm 4: The Fuzzy-UCAM algorithm
Input: D = {d;, &y, Cs... , } /I Set of n data points.

S — Threshold value.
Output: Resultant Clusters, Degree of membersiaifpix

Fuzzy-UCAM Algorithm Steps:

Set the threshold value T.

Create new cluster structure if it is the firstlaupf the dataset.

If it is not first tuple compute similarity measuréth existing clusters.

Get the minimum value of computed similarity S.

Get the cluster index of;@hich corresponds to S.

If S<=T, then add current tuple tq.C

If S>T, create new cluster.

Continue the process until the last tuple of thmskzt.

Compute membership matrix for all data points @ tbsultant cluster using the formula (5).

CoNoA~WONE

On implementing Fuzzy-UCAM clustering algorithm, ialin produces the result with the M x N matrix,
where M is number of resultant cluster and N is twdal number of objects in the initial set whishto be
clustered. The each row of the matrix indicatesdibgree of membership of the particular object towall the
clusters. The sum of each row should be the vdlatgeen 0 and 1.

Fuzzy-UCAM algorithm results with unique clusterkigh are free from cluster error, since it is bakyjc
uses UCAM clustering algorithm result for its fuzneasure. The number of resultant cluster is depapdn
the threshold value, if the threshold value insesathen the number of resultant clusters decreasgn
decreasing the number of resultant cluster incee@e implementing fuzzy-UCAM in MRI for tumor dection
by adjusting the threshold value it not only firedect area of tumor and areas affected by tumoalsatgive to
what degree of representation it has been afféhtedgh membership matrix.

V. EXPERIMENTAL RESULTSAND DISCUSSION

UCAM and Fuzzy-UCAM clustering method is basicallgsigned for numerical data and hence MR image is
converted to numerical data for each and everyl pikenage by using matlab commands. These numetata
is passed into proposed method as an input andesudtant cluster is also obtained in the form ofmerical
representation, which is once again converted &merto view the area of tumor in image form. Befmalyzing
tumor deduction section-a and b gives the cleaw i@ the efficiency of UCAM and fuzzy-UCAM on a
numerical data when it is applied in a small nuoardata set. Section-c and d deals with tumoryaisahnd
time consuming factor of existing and proposed wetlSection-e represents the comparative analysis.

A. K-Means and UCAM clustering

The K-Means algorithm is implemented in a vemall sample data with ten student’s informatiorheT
process of K-Means clustering is initiated witherinitial seeds, which results with three clusessotated
below

CG={ SS}
e=1{S2 S & St
G=1{S3 & 5. %}

Where 3, S2...5oStudent’s details which considers only numeridlaites. In the above study of K-Means
clustering algorithm results with three clustersevenlow marks and high marks are found in all €sstsince
the initial seeds do not have any seeds with theksrabove 90. Hence if the initial seeds not defipeoperly
then the result won't be unique and more over stiheen constrained that it should have only thiwsters. In K-
Means the initial seeds are randomly selected andéresult of two executions on the same dataibetot get
the same result unless the initial seeds are sBingemain drawback in K-Means is that initial seadd number
of cluster should be defined though it is diffictdtpredict it, in the early stage.

UCAM algorithm has also been the sample data paddor the K-Means. The process is initiated with
threshold value T and results with following clustas shown below

C, = Cluster with medium marks.
G = Cluster with high marks.
G; = Cluster with low marks.
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Ca={39}
C5={So}

Sy and §g are found to be having peculiar characteristiestfie given threshold value. These two objects
have major dissimilarity with the existing clustensd hence it cannot merge with other clustersinBseasing
the threshold value it can be merged with othestelubased on the user requirements, but it redbeesluster
unigueness and hence it proves that UCAM clusteaiggrithm has the flexibility of obtaining both@pximate
clustering and unique clustering.

The cluster representation of K-Mean and UCAM #restrated through scatter graph as shown below in
which each symbol indicates a separate cluster.
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0 T 0 T T T
0 20 40 60 0 10 20 30 40 50
Figures 1 (a) Clustering through K-Means (b)Clustering through AI@

In the above graph each symbol represents a sepauster. In Figure 1 (a) shows the clusteringriaps
with each other but in Figure 1 (b) all the clusiee unique in representation compared to K-Medustaring
and the dark shaded symbols are peculiar objeasgdon the application it can be projected owdratise it can
be merged with nearby cluster by adjusting thestiwil value. Both approximate clustering and unicjuster
can be obtained by increasing and decreasing tastibld values.

B. Fuzzy C-Means and Fuzzy-UCAM

Uniqueness of the clusters for fuzzy C-Means ardyUCAM is measured by using the same data theg we
used in K-Means and UCAM. The membership matrifuaky C-Means and fuzzy-UCAM is illustrated in the
following bar chart representation

14 1 -
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0.7 -
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0.3 -
0.2 - 0.2 -
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0 - 0 - |I|I'|I|I.| I'l"'l ™
12345678910 12345678910
Figures 2 (a) Clustering through Fuzzy C-Means b)Clustering through Fuzzy-UCAM

Figure.2 gives the clear visualization on clusteiqueness of numerical data representation on FGQzzy
Means and Fuzzy-UCAM. Each series indicate theipitigs of particular data into all other possibttustersif
one object is classified into particular clusteerththe degree of possibility towards other clusseteast
significant in the case of clustering through FukikyAM figure.2 (b). But in Fuzzy C-Means clusteriitchas
the reasonable degree of possibility toward othesters as shown in figure.2 (a). The above chagsgclear
view on the higher degree of uniqueness in clusgdny Fuzzy-UCAM compared to Fuzzy C-Means.
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C. Analysis of the Area of Tumor

Radiologic diagnosis is based on the multiparameitriaging profile through CT, conventional Mk
advanced MRI [21]. Tumor characterization is diffidoecause neoplas tissue is often heterogeneous in spi
and imaging profile, and for some imaging technguwdten overlaps with normal tissue. FL-UCAM
clustering algorithm is used to reduce overlapé wie normal tissue with tumor in segmentationnadige for
the analysis of the exact area affected with tui Since, the brain is highly sensitive and contraitesed orgai
in which exact diagnosing is must to avoid a ligkjok.

The results obtained from the experimentation @enpftoposed segmentation apich are presented in the
section. The proposed segmentation approach hasfyegrammed in matlab. Before applying the progh
function, the image with tumor is converted intomasical representation. Then the objective functi®
executed with minimunhreshold value to obtain exact area of tumor. @areasing threshold value m¢
unique cluster is obtained. Figure.1 shows MRIbiaiage comparative measures with FuC-Means and
Fuzzy-UCAM.

(b) (d) (e)

Figures 3. (aNorma MRI brain image (b) original MRI with tumdc) Color map tumor imar

(d) Tumor image segmented using fuC-Means(e) Segmented image using Fuz2¢AM

Figure 3(a) and (b) shows the normal MRI brain ismagd MRI with tumor where both the images areray
scale representation. To have a better visualizatiotumor the gray scale images are convertedcioitr mag
image of tumor. Figure 3(d) shows the tumor imagé&hvis segmented using fuzC-Mean: where the tumor
area is deducted along with the surrounding pigélhe tumor image but it haven't deducted the esaea o
the tumor. By increasing the number luster c in fuzzy C-Meanst increases the number of cluster but the
least possibility of deducting exact area of tunsimce it priorly fixes number of cluster and ieds randomly
Figure 3(e) segmentation of brain tumor image diyeasing fu:zy-UCAM, since it uses UCAM clusterir
algorithm for its initial clustering. Clearly thenage shows that the exact area of tumor has béectex and b
adjusting the threshold value, area affected bytuhmr can also be extracted. On adjusting treshold value it
increases and decreases the number of clustetr does not affects the cluster uniqueness, sires-UCAM
purely works on affinity measure. The quality ofetlsegmentation results can be evaluated in tern
segmentation accuracy, igh is calculated as follow.

As=(NJT,) x 100 @
where Nc is the number of correctly segmented pizeld Tp is the total number of pixels in the giimaage

D. Efficiency(CPU Time)

In this work a comparative analysis is performed on the teghles based on the performance measure
based on the deduction exact area of tumor andecgemce rate. Consideration one is clearly statet
experimented where as convergerate is the time period required for the systenrdach the stabilized
condition. Significant irprovemer is achieved in Fuzzy-UCAM over FuzzyMgan: in terms of
convergence ratehich is clearly visualized in the below notatedp. Better results ay achieve if more than
two bits are changed in the bit rkas

238
236 -
234 -
232 -
230 -+

Figure 4. Convergence time of Fu:C-Means(1) and Fuzzy-UCAM(2)

181



International Journal of Computational Intelligence and Informatics, Vol. 2: No. 3, October - Decembe?012

E. Comparative Analysis

The comparative study of K-Means, FCM, UCAM and Auld CAM clustering are shown in the following
tablel.

TABLE |. Comparative study on K-Means, Fuzzy C-MgadCAM and Fuzzy-UCAM Clustering algorithm

Initial cluster Centriod Threshold value Cluster Result Cluster Error
K-Means K Initial seeds - Depend on initial seeds Yes, ibmg seedsg
Fuzzy . . .
C-Means C Initial seeds - Depend on initial seeds Yes,rdvg seeds
UCAM - - T Depend on threshold value -
Fuzzy-UCAM - - T Depend on threshold valye -

UCAM and Fuzzy-UCAM algorithm produce unique clustg only on the bases of affinity measure; hehege
is no possibility of error in clustering. One magavantage of UCAM and Fuzzy-UCAM algorithm is thath
rough clustering and accurate unique clusterimpssible by adjusting the threshold value. But #MEans and
FCM clustering there is chance of getting errdhd initial seeds are not identified properly.

V. CONCLUSION

In this research paper, we used new UCAM and FuWweyM algorithm for segmenting the Magnetic
Resonance Image (MRI) with brain tumor and whichcessively segments tumor through affinity measure
without using any prior fixation on number of clisand random selection of seeds as in K-Meansrafutzy
C-Means. UCAM and Fuzzy-UCAM fixes threshold vatoeobtain a unique clustering. The proposed methods
improve the scalability and reduce the clusteringre This approach ensures that the total mecharms
clustering is in time without loss in correctnedsclusters. The visualization and detective valuai of the
results of the segmentation show the success dadghsaches. The modified UCAM algorithm yields exigr
convergence rate. The tumor identification andintlestigation are carried out for the potential ab&RI data
for improving the tumor shape and 2D visualizatibthe surgical planning.
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